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Abstract

The existence of sunk costs in bilateral trade flows has been theoretically used to introduce the lagged variable of trade (hysteresis) in the gravity model. However, based on some microeconomic foundations, Abedini (2005) showed the determining role of expectations when there are some sunk costs related to trade.

Following this approach, the present paper seeks particularly to investigate this idea through an empirical study using the gravity model. Indeed, two proxy variables, “Degree of Economic Integration” and “Rule of Law” stand for the effects of expectations on the bilateral trade model. The model is estimated...
using a large number of observations (21,312) generated by 1,332 bilateral trade flows between 37 countries during 1988-2003. In addition to general estimates, it is interesting to compare the results across three groups of goods: differentiated, with price reference and homogenous, when they represent different levels of sunk costs in trade. Indeed, all results are in line with our theoretical expectations. In addition, through replacing future values for the first proxy variable, we obtain the results that confirm largely the effects of expectations on the bilateral trade model. In fact, ignoring the expectations leads to a misinterpretation in the gravity model.

1 Introduction

In Abedini (2005), we showed that expectations matter to the bilateral trade model when there are some sunk costs related to trade flows. Indeed, we developed a theoretical gravity model taking the expected trade costs into account to determine the bilateral trade model. In addition, we showed that such a gravity model explains better the empirical results concerning some variables of the model. In this case, these variables may relatively stand for the proxies of expectations in the trade model.\(^1\)

The present paper seeks particularly to investigate this idea through an empirical study. In this case, we develop an empirical gravity model augmented with the expectations factors. In particular, we assume that the expectations in trade are influenced by two principal factors: the perception on the future profitability as well as the security of bilateral trade relations. In this case, we capture the effects of each of these factors by an independent variable included in the model. In addition, our model represents the recent theoretical developments of the gravity model. Indeed, we try to test the effects of expectations after controlling for other influencing factors.

\(^1\)In fact, the expectations are difficult to be directly estimated.
Many econometric specifications, as the OLS approach, Random and Fixed Models, Hausman-Taylor estimator and the dynamic model (ABB) will be presented. Moreover, several tests leading us in this empirical approach will be used. In particular, the Lagrange Multiplier test, Hausman test, Wald tests, and the test of multicollinearity will be presented. Moreover, the robust variance matrix estimator checks our results following the serial correlation and the heteroscedasticity in the model. It allows also us to test the stability of our results.

We have studied a sample of 37 countries\(^2\) generating 1332 bilateral trade flows. Moreover, our panel data covers 16 years from 1988 to 2003. This sample suggests to us an excellent heterogeneity across countries for testing our theoretical expectations.

In section 2, we define the model and its theoretical bases. Section 3 presents the data sources. Section 4 looks at the specifications issues. Section 5 displays the results, and finally, section 6 summarizes the conclusions of this study.

## 2 Model

Using the new theoretical developments of the gravity model, our empirical specification takes into account the factors that have been highlighted the most often in the theoretical literature.\(^3\) Moreover, this model is qualified to test our theoretical suggestions about the effects of expectations on the bilateral trade model.\(^4\) In this case, our empirical model is presented as flows:

\(^2\)The list of countries is presented in appendix A.

\(^3\)In this case, the principal approaches are the Heckscher-Ohlin theorem, monopolistic competition model and trade costs approach, as well as more traditional one: the expenditure system developed by Andeson (1979). For more information, please, see Deardorff (1998) and Anderson & Wincoop (2004).

\(^4\)These suggestions have been developed in Abedini (2005).
\[ \ln \text{EXP}_{ijt} = \alpha_0 + \alpha_1 \ln \text{GDP}_{it} + \alpha_2 \ln \text{GDP}_{jt} + \alpha_3 \ln \text{dgdpp}_{ijt} + \alpha_4 \ln \text{DIST}_{ij} + \alpha_5 \text{TP}_{ijt} \\
+ \alpha_6 \ln \text{Freedom}_{jt} + \alpha_7 \text{LANG}_{ij} + \alpha_8 \text{RuleOfLaw}_{jt} + \alpha_9 \ln \text{MinTlines}_{ijt} \\
+ \beta_i + \gamma_j + \delta_{ij} + \theta_t + \varepsilon_{ijt} \] (1)

\text{EXP}_{ijt} \text{ represents the exports' value of country } i \text{ to country } j \text{ at time } t. \text{ In fact, this dependent variable with three dimensions } (i, j \text{ and } t) \text{ allows us to take into account the direction of trade in the analysis. Additionally, Matyas (1997) indicates that three dimensions, } i, j \text{ and } t \text{ are essential for the correct specification of the gravity model. } \text{GDP}_{it} \text{ and } \text{GDP}_{jt} \text{ indicate respectively, the incomes of exporting and importing countries. The first variable shows the exporting power of country } i \text{ while the second stands for the capacity of importing goods in country } j. \text{ These two variables also represent the new trade theories emphasizing the role of economies of scale and differentiation of goods in the determination of the bilateral trade model.}^5

\text{dgdpp}_{ij} \text{ is the difference between partners } i \text{ and } j \text{ in GDP per capita. This variable represents the difference between these countries in factor endowments. A positive coefficient for this variable confirms the HOS standard approach, while a negative one is in keeping with the Linder approach.}^6 \text{ In addition, our data base consists of many developed and developing countries. This fact suggests to us the important heterogeneity concerning GDP per capita across countries.}

\text{The geographical distance (a proxy for the transport costs) is one of the first variables theoretically present in the gravity model (Anderson (1979)). Moreover, some}

---

^5For example, Evenett and Keller (2002) consider the economies of scale and the differentiation of goods to deduce a gravity model establishing a proportional relation between the trade and incomes. According to this approach, economies of scale encourage specialisation in exporting countries. In addition, the higher the income in the exporting country, larger the variety of produced goods. These various goods are required by the importing countries due to love for variety.

^6Baier and Bergstrand (2003) present also the difference between countries in terms of productivity as a reason for their difference in GDP per capita.
recent developments\textsuperscript{7} highlight the role of trade costs in the determination of the bilateral trade model. Particularly, Deardorff (2004 a and b) indicates that the comparative advantages of countries in terms of trade costs (for example, due to their geographical proximity) can compensate their traditional disadvantages in terms of production, and inversely their relative high trade costs create the comparative disadvantages in trade. Additionally, recent literature adds some new components (in particular information and transaction costs) to the trade costs.\textsuperscript{8} Following this literature, we add some variables to the model to capture principal trade costs. $DIST_{ij}$, represents the geographical distance between partners $i$ and $j$. This variable stands for the transport costs in our model. However, the distance can also represent other trade costs, particularly those related to the cultural differences between countries. Indeed, these differences increase in distance and they are the origin of some trade resistances such as information and marketing costs.

To develop trade relations with foreign countries, one needs some information about traded goods, potential collaborators and trade conditions. In fact, the information costs matter to the bilateral trade model.\textsuperscript{9} In this case, we use $\text{MinTlines}_{ijt}$ which represents the minimum number of telephone lines in $i$ or $j$ at period $t$. In theory, we expect a positive sign for the coefficient of this variable.

Many empirical studies\textsuperscript{10} show that a common culture\textsuperscript{11} stimulates bilateral trade. In this case, the variable $LANG_{ij}$ is introduced into the model (1) standing for such commonalities between countries.\textsuperscript{12} It takes the value 1 if the language is common between $i$ and $j$ and zero, otherwise.

\textsuperscript{7}For example, Evenett & Keller (2002), Deardorff (2004a), Deardorff (2004b) and Anderson & van Wincoop (2003)

\textsuperscript{8}See for example, Anderson (1999), De Groot et.al. (2004), Combes et.al. (2005), Feenstra et.al. (2003), Fink et.al. (2002), Rauch (2001) and Anderson (2001).

\textsuperscript{9}Rauch (1999) studies the effects of the information costs on trade in various categories of goods.


\textsuperscript{11}In the case of common language or colonial relationships, for example.

\textsuperscript{12}Anderson and Wincoop (2004) indicate that the trade costs are largely related to institutional factors and a common language.
As mentioned previously, when there are some sunk costs related to the bilateral trade flows, expectations matter to the bilateral trade model. In the current study, we introduce, in particular, two variables $RuleOfLaw_j$ and $TP_{ij}$ in order to capture the effects of expectations on trade. $TP_{ij}$ stands for the degree of economic integration between $i$ and $j$ while $RuleOfLaw_j$ represents several indicators evaluating the economic agents’ confidence (in trade security) in the importing country $j$.

Economic integration means a great step towards the simplification and expansion of economic relations between countries. In this case, the future trade flows are expected to be more stable and profitable. In fact, such agreements foster the harmonization of services and laws between countries and encourages favorable decisions concerning their trade. Moreover, the bilateral trust between the people of member countries will be reinforced. These circumstances create positive expectations on trade and consequently stimulate the bilateral trade flows between countries.

Studying the principal economic agreements, the degree of economic integration between the countries of the sample ($TP_{ij}$) is evaluated. It takes the values from 0 to 7 according to the level of the economic integration between $i$ and $j$. We expect positive signs for the coefficients of $RuleOfLaw_j$ and $TP_{ij}$ in the model.

Creating positive expectations is not the only consequence of the economic agree-

---

13For more information, please, see Abedini (2005).
14It measures the quality of contract enforcement, the police, and the courts, as well as the likelihood of crime and violence in importing country $j$.
15Here, we take only this measure for the importing country because we consider that most of sunk costs related to trade are undertaken by exporting agent.
16The impact of the institutional factors on the bilateral trade model is illustrated by several recent papers: Anderson (2001), De Groot et.al. (2004), Anderson & Marcouiller (1999). Here, we consider that the trade relations will be stronger with the countries where the expectations on security issues are more favorable.
17Such a trust (confident environment) is comparable to the national trust existing due to commonalities between the people of a country.
18In Abedini (2005), we showed how such expectations stimulate the bilateral trade flows in the case of monetary unification (one step towards economic integration). Indeed, the relationship between the trade and the monetary union has been supported by numerous empirical studies. Please, see Abedini (2005) for more information.
1933 economic agreements were signed between different groups of countries in our sample. The list of these agreements is presented in appendix B.
ments. Indeed, some of these agreements, particularly in trade issues, also reduce the trade resistance between countries. So, it is necessary to distinguish the effects of freedom to trade from those of expectations when studying such agreements. The variable $\text{Freedom}_{jt}$ shows the degree of freedom in importing country $j$ to the foreign goods.\footnote{This index is composed of several indicators presented in appendix C.} We expect in theory, a positive sign for the coefficient of this variable.

New theoretical as well as econometric approaches show the importance of the specific exporter and importer effects (presented respectively, by $\beta_i$ and $\gamma_j$ in our model).\footnote{See for example, Feenstra (2002), Rose and van Wincoop (2001), Egger & Pfaffermayr (2003) and Péridy (2005).} Indeed, $\beta_i$ and $\gamma_j$ show simply the trade tendency in the exporting country $i$ and importing country $j$ after controlling for other effects. Additionally, in our model, $\delta_{ij}$ indicates the specific effects related to the bilateral interaction between $i$ and $j$. According to new theoretical developments of the gravity model,\footnote{See for example: Egger and Pfaffermayr (2003).} these bilateral effects stand for the unobserved trade resistance between $i$ and $j$.\footnote{These specific effects were also used in some other empirical papers, e.g. Péridy (2005), Carrère (2004), Baltagi et.al. (2003).} Indeed, the specific effects of exporter, importer and bilateral resistance make it possible to capture the effects of some variables potentially absent from the model. In other words, these effects allow us to avoid some specification errors in the model (Péridy (2004)). Finally, $\theta_t$ (specific time effects) takes into account the impact of the world trade cycles, and $\varepsilon_{ijt}$ represents the error term of the model considered as "white noise".

\section{Data:}

In this study, we are particularly interested in the effects of expectations proxied by $TP_{ij}$ and $\text{RuleOfLaw}$ on the bilateral trade model. The sample of countries is chosen as we obtain excellent heterogeneity for studying these variables. In this case, our sample
includes 37 countries belonging to two groups of developed or developing countries, and participating in 33 economic agreements between themselves. Additionally, we have chosen the period between 1988 and 2003 allowing these agreements to be in force. This wide sample of countries (with 1,332 bilateral trade flows) and time period results then, in a large number of observations (21,312).

The data for the variables of the model are obtained from the following sources:

The data for "Rule of Law" is obtained from Kaufmann et.al. (2002). However, the lack of data has obliged us to use the measurement of this variable in 1996 for the same and all previous years. In addition, possessing data only for the years 1996, 1998, 2000, 2002 and 2004, to obtain a value for the odd-numbered years, we have averaged two consecutive even-years data to estimate the lack of data (for example: averaging 1996 and 1998 to obtain the data for 1997).

However, there was no available data for $TP_{ij}$. In this case, we created the required data through evaluating each of the 33 bilateral/multilateral economic agreements signed by the 37 countries of the sample.\textsuperscript{24} Indeed, every agreement takes a value from 0 to 7 according to its degree of economic integration. The classification is ordered as follows:

1. Non tariff economic agreement
2. Preferential trading area
3. Free trade area
4. Customs union
5. Common market (free circulation of capital and labor)

\footnotesize\textsuperscript{24}The data will be available upon demand.
6. Single Market (Harmonisation of techniques and administrative issues as well as taxes)

7. Economic and monetary union

0. If no agreement

However, it is possible that the degree of economic integration specified for an agreement changes over time. Our created data base also allows for such changes. For example, we considered the European union as a Common Market in the years between 1988 and 1992, a single market between 1993 and 1998 and an economic and monetary union for the years 1999 to 2003. Moreover, the adhesion date to the agreement is separately studied for each member. In this case, Austria, Finland and Sweden are members of the European union just after 1995.

The data for $Freedom_{jt}$ comes from the "Economic Freedom Network"$^{25}$. $Freedom$ is a composite index indicating "Freedom to Trade Internationally". It includes several other indexes which show the different costs related to trade due to regulations in force. Although, there is the annual data for this index between 2000 and 2003, the data for the other years is available only in periods of 5 years. In this case, we use the average of the index using the lowest and highest years (for example, 1990 and 1995) for the years between these two dates.

The data of $MinTlines_{ijt}$ comes from the development indicators of the world bank. $MinTlines_{ijt}$ shows the minimum number of telephone lines between the exporting and importing countries. The data for $LANG_{ij}$ and $DIST_{ij}$ comes from the data base CEPII.$^{26}$ $LANG_{ij}$ takes the value 1 in the case of common language between two countries and zero otherwise. We considered a common language between $i$ and $j$ if there is a common official language or a language spoken by more than 20% of

\begin{footnotesize}
\begin{enumerate}
\item[26] http://www.cepii.fr/
\end{enumerate}
\end{footnotesize}
the population in each country. Concerning the distance data, we use the weighted distance (distwces) between two countries $i$ and $j$.\footnote{The corresponding measures were calculated from the following formula: $d_{ij} = \left( \sum_{k \in i} \frac{\text{pop}_k}{\text{pop}_i} \sum_{l \in j} \frac{\text{pop}_l}{\text{pop}_j} d_{kl}^\theta \right)^{1/\theta}$, where $\text{pop}_k$ represents the population of the area $K$ in country $i$, and $\theta$ shows the trade elasticity to the bilateral distance $d_{kt}$. For the distwces measures, $\theta$ is equal to -1. For more information, please, see http://www.cepii.fr/.} Finally, the data for $\text{EXP}_{ijt}$, $\text{GDP}_{it}$, $\text{GDP}_{jt}$ and $\text{dgdp}_{ijt}$ are obtained from the data base CHELEM\footnote{Comptes Harmonisés sur les Échanges et L’Économie Mondiale}.\footnote{This classification was originally used by Rauch (1999).}

As mentioned previously, the model (1) is also estimated for the three categories of goods: differentiated (nn), with price references (rr) and homogeneous (ww).\footnote{The classification table is available upon demand.} In this case, we classify 72 groups of goods prepared by the data base CHELEM in these three categories. Indeed, all goods will be distinguished according to their degree of differentiation.\footnote{The classification table is available upon demand.}

4 Specifications issues and econometric tests:

The model (1) is a model of panel data. The most important advantage of this type of model, usually used in economics, is that it makes it possible to study the heterogeneity of data across individuals as well as over time.

We will estimate the model (1) using several estimators: the OLS approach, Fixed Effects and Random Effects models, the Hausman-Taylor method as well as the dynamic model ABB. This range of estimators allows us to verify the stability of the estimations. Moreover, many econometric tests will be applied to guide us in our empirical study. In particular, the Lagrange Multiplier test, the Hausman test, the Wald tests, and the test of multicollinearity will be presented. In addition, the robust variance matrix estimator corrects our results following the serial correlation and the
heteroscedasticity in the model.\textsuperscript{31} Indeed, in the case of such problems, this estimator, at a minimum, adjust the asymptotic variance matrix estimator and test statistics. The results from this estimator will be presented in appendix D.

Firstly, we estimate the model (1) by the standard OLS method. This application is respectively done without and with the fixed effects\textsuperscript{32} whose results are presented by the table 5.1.\textsuperscript{33} The estimated specific effects $\beta_i, \gamma_j$ and $\theta_t$ (for countries and time) are also presented in the table 5.2. However, the OLS approach provides the convergent estimations if and only if there is no correlation between the specific effects and the explanatory variables of the model.\textsuperscript{34} According to Wooldridge (2001), in the case of the general model presented below:

$$y_t = \beta_0 + X_t\beta + c + u_t,$$

where $\beta$ is the vector with $K \times 1$ dimensions, $c$ is just another unobserved factor affecting $y$ and $U_t$ being the error term of the model.\textsuperscript{35} Wooldridge shows that in addition to the condition $E(u_t|X_t, c) = 0$, the OLS estimations are convergent if $E(\tilde{X}_t, c) = 0$. In other words, $c$ must not be correlated with $X_t$ (explanatory variables).

We have tested for the correlation between the explanatory variables and the individual effects $\beta_i, \gamma_j$ and $\delta_{ij}$ of the model (1). The results show that the bilateral specific effects $\delta_{ij}$ are correlated with some explanatory variables of the model, in particular,

\textsuperscript{31}Wooldridge (2001) indicates that when the number of time periods is relatively less than the number of cross sections, the robust variance matrix estimator is valid in the presence of any heteroscedasticity or serial correlation. We use this estimator because our sample has 16 time periods comparing 1332 pairs of countries, which is largely the case. In this case, we use this method also called the "Panel-Corrected Standard Errors (PCSEs)". Please, see Marques and Metcalf (2003) for another example.

\textsuperscript{32}By an "OLS model with fixed effects", we means the augmented OLS model by the dummy variables capturing the fixed effects of countries or time in the model.

\textsuperscript{33}For some examples of using the OLS method with the fixed effects, see Martinez-Zarzoso (2003) and Hummels (1995).

\textsuperscript{34}Please, see Wooldridge (2001), pp. 248-249 for more information.

\textsuperscript{35}By adding the index $i$ to each component of the above model, $c_i$ represents the unobserved effects of the individual $i$ in the model $y_{it}$.  
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the bilateral distance, language and $dgdpp$. Following this correlation, it is necessary to remove the bilateral fixed effects from the model when using the OLS method.

In this case, we use this approach to estimate the model with and without the fixed effects $\beta_i$, $\gamma_j$ and $\theta_t$. Next, using the VIF statistics, we test the multicollinearity for the two estimated models. The VIF values obtained remain largely under the hard threshold of $10$ for the all variables of the first model. This shows there is no multicollinearity problem in our model. However, for the variables $GDP_{it}$ and $GDP_{jt}$ in the second model (with the fixed effects), the estimated values pass slightly the used threshold. In this case, we use the inverse regression to verify the potential multicollinearity in the data. This time, the results reject the correlation between $GDP_{it}$ and $GDP_{jt}$ and the fixed effects $\beta_i$, $\gamma_j$. Moreover, the estimated coefficients for the explanatory variables are close in the two models (with and without the fixed effects). This confirms that the multicollinearity is not our problem in this study.

After the control for $E(\dot{X}_t, c) = 0$, the OLS regression provides convergent and efficient estimates for the vector of explanatory variables as well as $c$. We discuss these results in the next section.

The FEM and REM approaches are also used to estimate the model (1). The essential question for the choice between these two models is to see whether the unobserved components are correlated with the explanatory variables. The random effects model will be only convergent if the individual effects are independent of the explanatory variables, while the fixed effects model suggests no assumption on the correlation between these two parameters. However, we cannot include time-constant factors in the set of explanatory variables under FEM. In this case, this model is not qualified to estimate the effects of distance and language in our model (model (1)). The Hausman test is

---

36In addition, the bilateral specific effects are less significant than the exporter and importer ones.

37The econometricians suggest various thresholds (50, 30 and 10) for testing the hypothesis of multicorrelation using VIF statistics. We used the hard threshold of 10 suggested by Kennedy (1998).

38For more information about this technic, please, see Kennedy (1998), pp. 190 – 191.

39See Greene (2003): "Models for Panel Data". 
the popular technique to choose between random and fixed effects models. However, taking into account the limits of REM and FEM, the Hausman-Taylor estimator is useful because it corrects the possible endogeneity of the explanatory variables without removing the time-constant ones.\textsuperscript{40}

A dynamic specification can also be interesting in our study. In fact, the introduction of the lagged variable of trade into the gravity model is justified by the hysteresis in trade.\textsuperscript{41} However, Abedini (2005) introduced expectations in the trade model using the same reason: the presence of sunk costs related to the bilateral trade flows. In this case, the variables $TP$ and $RuleOfLaw$ seek to capture the effects of expectations in the model (1). So it is interesting to compare the results for these two variables in a dynamic specification. However, including the lagged variable of trade in the model violates the exogeneity condition of the explanatory variables. In this case, we use the Arellano, Bond and Bover model that, similarly to the Hausman-Taylor approach, allows for such endogeneity.

The Lagrange Multiplier test compares the appropriateness of the random and fixed effects models to the OLS regression. If the null hypothesis (independence and homoscedasticity of data across groups) is rejected, the random or fixed effects model will be preferred. In this case, if the Hausman test rejects the null hypothesis, the difference between the two models is systematic and the fixed effects model is preferred.\textsuperscript{42}

Using the Wald tests, the significance of each specific effect will be tested. In our model, the exporter specific effects represent the most significant ones. Next, the importer, bilateral and time specific effects are respectively significant. However, the two last effects are much weaker.

\textsuperscript{40}See Wooldridge (2001) and Greene (2003).

\textsuperscript{41}The sunk costs were considered as the source of hysteresis. More discussions are provided by Dixit (1989) and Baldwin and Krugman (1989).

\textsuperscript{42}Nevertheless, there are also the other criteria for the choice between the REM and FEM model. For example, if we study the behaviour across a number of individuals, the fixed effects model is preferred. But, the random effects model is better if we study a sample randomly chosen, see Molinari (2003).
Indeed, we have many variables (e.g. distance and language) in the model whose variations are principally observable across countries (but not over time). In this case, most of bilateral effects are already captured by these variables. Concerning the time effects, the value shows that we have no structural changes over time in the bilateral trade model. A lower value of time effects was also observed by several studies carried out with the gravity model, e.g. Egger (2002, 2001), Baltagi et.al. (2003) and Péridy (2004).

Serial correlation and heteroscedasticity are potentially two problems related to the error term of the model. Moreover, our data base stands for a sample large but over a short period of time (1332 pairs of countries over 16 years). In this case, we can use the robust variance matrix estimator as a solution to serial correlation and heteroscedasticity problems. This estimator, at a minimum, adjusts the asymptotic variance matrix estimator and test statistics. The results are presented in appendix D.

5 Estimations and Results:

In this section, several econometric specifications will be used to estimate the model (1). In addition, the results will be presented in two sub-sections. Firstly, we estimate the model (1), using all categories of traded goods. Next, we estimate it separately for three categories of goods (differentiated, with price reference and homogenous goods). In fact, according to our theoretical development, the expectations matter more strongly to the bilateral trade model when the degree of differentiation of goods increases. In this case, we expect the more significant coefficients of the variables $TP$

43In addition, this solution is not conditioned upon the one way model, and we can largely use it for our model.
44See Wooldridge (2001), pp. 274-276
45In fact, as mentioned previously, the level of sunk costs is generally higher when the degree of differentiation of traded goods increases.
and RuleOfLaw in the categories of goods with a high degree of differentiation.

5.1 General results:

Table 5.1 presents the obtained results respectively, using the OLS method, random and fixed Effects models, Hausman-Taylor estimator and dynamic model. Following it, tables 5.2, 5.3 and 5.4 show respectively the estimated fixed effects for exporting and importing countries as well as specific time effects.

The first two columns of table 5.1 show the results from the OLS method. Firstly, we estimated the model without fixed effects while in the second model we included the exporter, importer and time specific effects. The two next columns (3 and 4) show respectively the results of the random and fixed effects models. The Lagrange Multiplier test shows the appropriateness of these last models vis-a-vis the OLS estimator. In addition, the Hausman test supports the fixed effects model against the random effects one. The Hausman-Taylor model and its dynamic equivalent are then presented respectively by columns 5 and 6.

Firstly, we analyze our results concerning the two variables TP and RuleOfLaw. These variables stand for our theoretical suggestions about the effects of expectations on the bilateral trade model. Indeed, the results confirm these suggestions. The positive and significant coefficient of TP (in most models) shows that even after testing for the trade resistance, the economic integration stimulates the bilateral trade flows. Indeed, the economic integration creates positive expectations and reduces the expected trade costs. In this case, the economic agents are more sure about the profitability and stability of trade flows. These expectations stimulate the bilateral trade even if current trade costs are not reduced.\footnote{For more information please, see Abedini (2005).}
### Table 5.1 Results of several specifications

<table>
<thead>
<tr>
<th></th>
<th>OLS Regression (Classic)</th>
<th>OLS Regression (With fixed effects)</th>
<th>Random Effects Model</th>
<th>Fixed Effects Model</th>
<th>HTM Dynamic Model (ABB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>1.042* (.0065)</td>
<td>1.047* (.0756)</td>
<td>1.066* (.02)</td>
<td>.911* (.0487)</td>
<td>.462* (.0368)</td>
</tr>
<tr>
<td>GDPj</td>
<td>.963* (.0065)</td>
<td>.972* (.0774)</td>
<td>.991* (.02)</td>
<td>.914* (.0499)</td>
<td>.545* (.0386)</td>
</tr>
<tr>
<td>dgdp</td>
<td>.168* (.0072)</td>
<td>.105* (.0074)</td>
<td>.029* (.0087)</td>
<td>.009* (.0092)</td>
<td>.017** (.0092)</td>
</tr>
<tr>
<td>DIST</td>
<td>-.925* (.0117)</td>
<td>-1.163* (.0131)</td>
<td>-1.028* (.0334)</td>
<td>-----</td>
<td>-1.252* (.0092)</td>
</tr>
<tr>
<td>TP</td>
<td>.106* (.0057)</td>
<td>.012** (.0055)</td>
<td>.016* (.0055)</td>
<td>.005* (.0053)</td>
<td>.03* (.0048)</td>
</tr>
<tr>
<td>Freedom</td>
<td>-.029 (.0297)</td>
<td>.17* (.0642)</td>
<td>.12* (.0373)</td>
<td>.094** (.0442)</td>
<td>.218* (.0044)</td>
</tr>
<tr>
<td>LANG</td>
<td>.784* (.0284)</td>
<td>.713* (.0273)</td>
<td>.702* (.0975)</td>
<td>-----</td>
<td>.808* (.1088)</td>
</tr>
<tr>
<td>RuleOfLawj</td>
<td>.287* (.0104)</td>
<td>.359* (.0662)</td>
<td>.331* (.026)</td>
<td>.323* (.041)</td>
<td>.198* (.0261)</td>
</tr>
<tr>
<td>MinTlines</td>
<td>.294* (.0094)</td>
<td>.044** (.005)</td>
<td>.244* (.0148)</td>
<td>.213* (.0186)</td>
<td>.45* (.0145)</td>
</tr>
<tr>
<td>EXPPlag</td>
<td>-.029 (.0297)</td>
<td>.17* (.0642)</td>
<td>.12* (.0373)</td>
<td>.094** (.0442)</td>
<td>.218* (.0044)</td>
</tr>
<tr>
<td>Constant</td>
<td>-15.498* (.1682)</td>
<td>-12.557* (.141)</td>
<td>-14.056* (.446)</td>
<td>-19.4* (.906)</td>
<td>-15.498* (.1682)</td>
</tr>
<tr>
<td>Number of observations</td>
<td>21018</td>
<td>21018</td>
<td>21018</td>
<td>21018</td>
<td>21018</td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>0.7805</td>
<td>0.8622</td>
<td>.95</td>
<td>.9861</td>
<td>.9861</td>
</tr>
<tr>
<td>Serial correlation (rho)</td>
<td>0.8617</td>
<td>0.7865</td>
<td>.5357</td>
<td>.713</td>
<td></td>
</tr>
<tr>
<td>VIF (Average)</td>
<td>1.31</td>
<td>3.836</td>
<td>2.08</td>
<td>2.08</td>
<td>2.08</td>
</tr>
<tr>
<td>F-test</td>
<td>F (9, 21008) = 8306.49*</td>
<td>F (96, 20921) = 1370.67*</td>
<td>F (**, 19662) = 281.26*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wald Tests:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exporter effects</td>
<td>F (36, 20921) = 283.79*</td>
<td>247.108*</td>
<td>247.108*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Importer effects</td>
<td>F (36, 20921) = 56.62*</td>
<td>53.685*</td>
<td>53.685*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exp&amp;Imp effects</td>
<td>F (15, 20921) = 10.49*</td>
<td>49.477*</td>
<td>49.477*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time effects</td>
<td>F (15, 20921) = 10.49*</td>
<td>23.784*</td>
<td>23.784*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exp&amp;Imp and time effects</td>
<td>F (36, 20921) = 283.79*</td>
<td>247.108*</td>
<td>247.108*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>69010.72</td>
<td>59318.04</td>
<td>59318.04</td>
<td>59318.04</td>
<td>59318.04</td>
</tr>
<tr>
<td>BIC</td>
<td>69090.25</td>
<td>60089.5</td>
<td>60089.5</td>
<td>60089.5</td>
<td>60089.5</td>
</tr>
<tr>
<td>LM test</td>
<td>80415.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hausman test</td>
<td>106.08*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* significant at 1%, ** significant at 5%

1. We tested several specifications of the fixed effect model. The F statistics for the specific effects i, j, ij and t are stable across various specifications. This enables us to present all of these statistics in one presentation, without losing the consistency of the model. In this case, we can have a global idea of the relative significance of each fixed effect in our model.
According to our model, another factor influencing the trade expectations is the degree of justice efficiency and contract enforcement in the importing country $\text{RuleOfLaw}_j$. The estimated results obtained for this variable confirm our theoretical outlooks. The coefficient of $\text{RuleOfLaw}$ is positive and significant at 1 percent. Using the index of $\text{RuleOfLaw}$ in the model, the same results are obtained by Egger (2000, 2001, 2002), Rodrik (2002), De Groot et.al. (2004), and Anderson & Young (2000). De Groot et.al. (2004) defines "Rule of Law" as the quality of the legal system and the contracts application in a country.\footnote{Moreover, as considered in this study, Egger (2002) shows that the index of "Rule of Law" of the importing country is more significant and robust than that of the exporting country.} However, we interpret these results under the expectations effects on the trade model.

In the second OLS model (column 2), the specific effects of countries were separately captured. This explains the fall in the $TP$ coefficient in the second model. In other words, the variable $TP$ captures a part of the specific effects of countries in the first model. In fact, this result suggests one explanation for the significance of exporter and importer specific effects in gravity models.

Moreover, the fixed effects added to the second model correct the $\text{Freedom}_j$ coefficient. Following these results, one can conclude that the presence of the specific effects is essential for the theoretical aspects relating to some variables of the model.\footnote{This conclusion is also indicated in Disdier & Head (2003), Egger (2001), Péridy (2004, 2005), Kandogan (2004).}

However, the coefficients of $TP$ and $dgdpp$ are not significant in the fixed effects model. Indeed, the suppression of the two important variables ("Distance" and "Language") by this model can generate such results. Concerning the dynamic model ABB, all our variables have correct and significant signs. In fact, even in the presence of hysteresis in the trade model, $TP$ and $\text{RuleOfLaw}$ have significant effects. This result confirms largely our theoretical expectations about the importance of expectations effects on the bilateral trade model.
Concerning the other explanatory variables, the estimated coefficients show that the incomes of partner countries increase bilateral trade with a slight superiority for the exporting country’s income. Moreover, the coefficients obtained for \( dgdpp \) confirms the Linder approach against the HO theorem. The obtained coefficients for "Distance" and "Language" show that the level of trade drops with distance while the cultural relations stimulate the trade between partners. Lastly, the obtained results for \( MinTlines \) indicate that the telecommunication infrastructure motivate bilateral trade. Indeed, this infrastructure is important in reducing the information costs of trade and increasing market transparency. In other words, information is crucial in order to predict and to make relative decisions in economic fields (including trade).

The Wald tests show that the specific effects of exporter, importer and time are significant at 1 percent.\textsuperscript{49} However, the F statistic is highest for the exporter effects and lowest for time effects. In addition, the adjusted R2 is higher in the second model (the OLS model augmented with the fixed effects) while the measurements of "AIC" and "BIC" are lower. This shows that the fixed effects have a significant role in the trade model. Tables 5.2, 5.3 and 5.4 respectively present the estimated fixed effects for the exporter, importer and time periods.

\textsuperscript{49} As explained earlier, we removed the bilateral specific effects in the second model in order to avoid the correlation with some explanatory variables. This diagnostic is crucial for the convergence of the estimates under OLS approach.
Table 5.2 Exporter fixed effects

<table>
<thead>
<tr>
<th>Exporter</th>
<th>Fixed effects</th>
<th>Exporter</th>
<th>Fixed effects</th>
<th>Exporter</th>
<th>Fixed effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>.21308</td>
<td>Germany</td>
<td>.6774</td>
<td>Philippines</td>
<td>-.71228</td>
</tr>
<tr>
<td>Austria</td>
<td>.25742</td>
<td>Greece</td>
<td>-1.0568</td>
<td>Poland</td>
<td>-.92196</td>
</tr>
<tr>
<td>Brazil</td>
<td>.24742</td>
<td>Hungary</td>
<td>-.6458</td>
<td>Portugal</td>
<td>-.26619</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>-.817</td>
<td>Indonesia</td>
<td>.06084</td>
<td>Spain</td>
<td>.06989</td>
</tr>
<tr>
<td>Canada</td>
<td>.00452</td>
<td>Ireland</td>
<td>1.0105</td>
<td>Sweden</td>
<td>1.22341</td>
</tr>
<tr>
<td>Chile</td>
<td>1.0858</td>
<td>Israel</td>
<td>.49179</td>
<td>Switzerland</td>
<td>.86245</td>
</tr>
<tr>
<td>China</td>
<td>-.52297</td>
<td>Italy</td>
<td>.32912</td>
<td>Thailand</td>
<td>.5403</td>
</tr>
<tr>
<td>Colombia</td>
<td>-.76691</td>
<td>Malaysia</td>
<td>1.44637</td>
<td>Tunisia</td>
<td>-1.53901</td>
</tr>
<tr>
<td>Denmark</td>
<td>.70833</td>
<td>Morocco</td>
<td>-.1.101</td>
<td>Turkey</td>
<td>-1.02348</td>
</tr>
<tr>
<td>Ecuador</td>
<td>.20232</td>
<td>Mexico</td>
<td>-.89139</td>
<td>United Kingdom</td>
<td>.20074</td>
</tr>
<tr>
<td>Finland</td>
<td>1.1787</td>
<td>Netherlands</td>
<td>.89925</td>
<td>United States</td>
<td>-.04193</td>
</tr>
<tr>
<td>France</td>
<td>.27296</td>
<td>Peru</td>
<td>-.21113</td>
<td>Venezuela</td>
<td>-.64225</td>
</tr>
</tbody>
</table>

In order to avoid the colinearity among dummy variables, the Iceland variable was dropped from the list.

Some European countries, in particular, Sweden, Switzerland, Ireland, Netherlands, Germany, Denmark and Finland as well as Chile, Malaysia, Thailand and Israel represent the most significative exporter specific effects in our sample. This indicates that given all other factors as fixed, the tendency to export is stronger in these countries. Concerning the importer effects, the most positive ones are obtained for the following countries:
Brazil, Chile, Ecuador, Finland, Germany, Italy, Malaysia, Mexico, Netherlands, Portugal, Spain, Thailand and Venezuela. This means that given all other factors as fixed, these countries have the more open markets to international products. Finally, table 5.4 represents the estimated results for the time fixed effects concerning the period between 1988 and 2002.\footnote{The year 2003 was removed to avoid the colinearity between dummy variables.} The coefficients are lower than those obtained for the exporter and importer effects.
Through the obtained results for the variables $TP$ and $RuleOfLaw$, we have shown that expectations affect the bilateral trade model. However, there is a wealth of literature explaining how expectations are created in an economy. The role of available information in this process is well highlighted by these studies.\footnote{See for example, Minford (1992), Broze et.al. (1990), Muth (1981), Evans & Ramey (1995) and Jansen (1998).} This fact allows us to test, in another way, our theoretical idea about the expectations’ effects in trade.

If economic integration stimulates trade through creating the favorable expectations, it should also be that such economic agreements increase the bilateral trade even before the operational date of these agreements. In other words, we expect that trade will be increased when the economic agents are informed about the new economic agreements. In this case, we obtain a dynamism in trade model (as named by Broze et.al. (1990)). To test this, we generate the variables $TPf1$ and $TPf2$ respectively, by using the future values of $TP$ of 1 and 2 periods (years). Then, we estimate the model (1) by replacing $TP$ with these two new variables. The estimated results are presented by table 5.5.
Table 5.5 Dynamic expectations model

<table>
<thead>
<tr>
<th></th>
<th>OLS Regression</th>
<th>OLS Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(without fixed effects)</td>
<td>(with fixed effects)</td>
</tr>
<tr>
<td>GDP (_i)</td>
<td>1.05*</td>
<td>1.05*</td>
</tr>
<tr>
<td></td>
<td>(.0756)</td>
<td>(.0757)</td>
</tr>
<tr>
<td>GDP (_j)</td>
<td>.972*</td>
<td>.971*</td>
</tr>
<tr>
<td></td>
<td>(.0775)</td>
<td>(.078)</td>
</tr>
<tr>
<td>dgdpp</td>
<td>.104*</td>
<td>.103*</td>
</tr>
<tr>
<td></td>
<td>(.0073)</td>
<td>(.0073)</td>
</tr>
<tr>
<td>DIST</td>
<td>-1.165*</td>
<td>-1.167*</td>
</tr>
<tr>
<td></td>
<td>(.0128)</td>
<td>(.0126)</td>
</tr>
<tr>
<td>TP(_f1)/TP(_f2)</td>
<td>.01** (TP(_f1))</td>
<td>.009** (TP(_f2))</td>
</tr>
<tr>
<td></td>
<td>(.0053)</td>
<td>(.0052)</td>
</tr>
<tr>
<td>Freedom (_j)</td>
<td>.172*</td>
<td>.171*</td>
</tr>
<tr>
<td></td>
<td>(.0642)</td>
<td>(.0642)</td>
</tr>
<tr>
<td>LANG</td>
<td>.712*</td>
<td>.711*</td>
</tr>
<tr>
<td></td>
<td>(.0273)</td>
<td>(.0273)</td>
</tr>
<tr>
<td>RuleOfLaw (_j)</td>
<td>.363*</td>
<td>.366*</td>
</tr>
<tr>
<td></td>
<td>(.0661)</td>
<td>(.0661)</td>
</tr>
<tr>
<td>MinTlines</td>
<td>.042**</td>
<td>.04**</td>
</tr>
<tr>
<td></td>
<td>(.02)</td>
<td>(.02)</td>
</tr>
<tr>
<td>Constant</td>
<td>-12.538*</td>
<td>-12.505*</td>
</tr>
<tr>
<td></td>
<td>(1.4111)</td>
<td>(1.4106)</td>
</tr>
<tr>
<td>Number of observations</td>
<td>21017</td>
<td>21017</td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>.8622</td>
<td>.8622</td>
</tr>
<tr>
<td>Serial correlation (rho)</td>
<td>.7864</td>
<td>.7863</td>
</tr>
<tr>
<td>F-test</td>
<td>F (96. 20920) = 137.44*</td>
<td>F (96. 20919) = 137.22*</td>
</tr>
<tr>
<td>Wald Tests:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exporter Effects (i)</td>
<td>F (36. 20920) = 285.32*</td>
<td>F (36. 20919) = 286.72*</td>
</tr>
<tr>
<td>Importer Effects (j)</td>
<td>F (36. 20920) = 57.31*</td>
<td>F (36. 20919) = 57.89*</td>
</tr>
<tr>
<td>Time Effects (t)</td>
<td>F (15. 20920) = 1.58*</td>
<td>F (15. 20919) = 1.45*</td>
</tr>
</tbody>
</table>

* significant at 1%, ** significant at 5%

These results confirm largely our theoretical idea concerning the effects of expectations on the bilateral trade model. Indeed, the obtained coefficients for \(TP\(_f1\)\) and \(TP\(_f2\)\) show that economic integration stimulate the bilateral trade flows through the creation of positive expectations. However, the larger gap is between the operational date of agreements and the present time, the weaker effects of expectations on the bilateral trade model (.012 > .01 > .009). In addition, the coefficients of the other variables stay robust after changing the data for \(TP\).
5.2 Results in groups of goods:

According to our theoretical development (Abedini (2005)), expectations matter to the bilateral trade model when there are some sunk costs related to trade flows. In the previous section, we tested this idea through the estimated coefficients for $TP$ and $RuleOfLaw$. However, the level of sunk costs differs across groups of goods distinguished by their degree of differentiation. Indeed, the sunk costs in trade of differentiated goods are larger than the sunk costs in trade of homogenous ones. In this case, it is interesting to estimate the model (1) across three groups of goods: differentiated, with price reference, homogenous. In fact, we expect that the estimated coefficients for $TP$ and $RuleOfLaw$ are more significant where the goods are more differentiated. Table 5.6 shows the obtained results for these three categories of goods.\textsuperscript{52}

The $TP$ coefficient for the groups of homogeneous goods and goods with the price reference is insignificant. While, the same coefficient becomes positive and significant at 1 percent in the category of differentiated goods. Concerning the variable $RuleOfLaw$, the coefficient is positive in the three categories of goods but insignificant for the homogenous ones. Moreover, the value of the $RuleOfLaw$ coefficient increases with the degree of differentiation of goods, from .045 for the homogeneous goods to .553 for the differentiated ones. As expected, these results show that $TP$ and $RuleOfLaw$ influence the bilateral trade model more in goods with a high degree of differentiation.

Our results concerning the income variables are the same as those already obtained by Mathur (2000). Indeed, the size of country in terms of income (especially exporter’s income) has the largest effects on trade in the category of differentiated goods relative to the others. However, the exporter’s income coefficient is negative for the category of homogeneous goods. It shows that rich countries (countries with high GDP) have a weaker tendency for the exports of these goods. On the other hand, these countries

\textsuperscript{52}Only the results for the OLS regression with the fixed effects are presented.
stand for the major markets for homogeneous and differentiated goods. This last result is obtained from the higher coefficient for the emporter’s in the categories of homogeneous and differentiated goods.

The \( \text{dgdpp} \) coefficient confirm the Linder approach. In addition, this coefficient is higher and more significant in the category of differentiated goods. As Fink et.al. (2002) and in contrast to Rauch (1999), we obtain a higher coefficient for distance, in the category of homogeneous goods (relative to differentiated ones). However, distance represents the higher coefficient in the category of differentiated goods relative to goods with price references. There are two explanations for this heterogeneity across

<table>
<thead>
<tr>
<th></th>
<th>OLS Regression (with fixed effects)</th>
<th>OLS Regression (with fixed effects)</th>
<th>OLS Regression (with fixed effects)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogenous goods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP(_i)</td>
<td>-.253**</td>
<td>1.079*</td>
<td>1.73*</td>
</tr>
<tr>
<td>GDP(_j)</td>
<td>(.1229)</td>
<td>(.0918)</td>
<td>(.0902)</td>
</tr>
<tr>
<td>gdpp</td>
<td>.021***</td>
<td>.085*</td>
<td>.232*</td>
</tr>
<tr>
<td>DIST</td>
<td>-1.48*</td>
<td>-1.212*</td>
<td>-1.329*</td>
</tr>
<tr>
<td>TP</td>
<td>.007</td>
<td>.007</td>
<td>.044*</td>
</tr>
<tr>
<td>Freedom(_j)</td>
<td>.182***</td>
<td>.176**</td>
<td>.135***</td>
</tr>
<tr>
<td>LANG</td>
<td>(.01011)</td>
<td>(.776)</td>
<td>(.0766)</td>
</tr>
<tr>
<td>RuleOfLaw(_j)</td>
<td>.665*</td>
<td>.584*</td>
<td>.976*</td>
</tr>
<tr>
<td>MinTlines</td>
<td>-.059***</td>
<td>.06**</td>
<td>-.047***</td>
</tr>
<tr>
<td>Constant</td>
<td>2.823</td>
<td>-1.441*</td>
<td>-26.694*</td>
</tr>
<tr>
<td>Number of</td>
<td>19418</td>
<td>20508</td>
<td>20661</td>
</tr>
<tr>
<td>observations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>.7214</td>
<td>.7952</td>
<td>.8721</td>
</tr>
<tr>
<td>Serial correlation</td>
<td>.6953</td>
<td>.7524</td>
<td>.7499</td>
</tr>
<tr>
<td>(rho)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-test</td>
<td>F(96. 19321) = 524.79*</td>
<td>F(96. 20411) = 83.57*</td>
<td>F(96. 20564) = 1468.21*</td>
</tr>
<tr>
<td>AIC</td>
<td>71246.49</td>
<td>65141.24</td>
<td>65278.72</td>
</tr>
</tbody>
</table>

* significant at 1%, ** significant at 5%, *** significant at 10%
categories of goods. In fact, according to Fink et.al. (2002), the higher price elasticity of demand for homogenous goods explains why the distance (transport costs) is more important in this category of goods. On the other hand, the higher coefficient of distance in the category of differentiated goods compared to the goods with price references can be explained by Rauch's approach (1999). Indeed, he indicates that for largely differentiated goods, the more interaction is necessary between the buyer and the seller. In fact, the distance reduces such interactions.

$Freedom_j$ shows the correct and significant coefficient in the three categories of goods. Nevertheless, it decreases systematically when the degree of differentiation increases. This result can be produced because in open markets, domestic homogenous goods can be easily replaced by foreign ones. The $LANG$ coefficient is positive and significant in the all categories of goods. However, it is stronger for the goods with the higher degree of differentiation. This indicates that cultural relations are relatively more required in the trade of differentiated goods. This result is similar to those obtained by Rauch (1999) and Combes et.al. (2005).

6 Conclusion

In Abedini (2005), we indicated that expectations influence the bilateral trade model when there are some sunk costs related to trade flows. In this paper, we have sought to test this theoretical approach through an empirical study by the gravity model. Our empirical model uses the new theoretical developments of the gravity model and includes particularly, the two proxy variables $TP_{ij}$ and $RuleOfLaw_j$. Through these variables, we investigate the most important question of this paper (the effects of expectations). In fact, they respectively represent the degree of economic integration between two partners $i$ and $j$ and the degree of the efficiency of contracts enforcement in the importing country $j$. With a large number of observations (21,312 obs.), our
sample suggests a great heterogeneity in order to test our theoretical expectations.

Using several specifications, the results are consistent with the new theories of trade and our theoretical development concerning the effects of expectations on the bilateral trade model. Indeed, taking into account other important factors, the favorable expectations on bilateral trade relations increase the volume of trade.

Replacing the $TP$ by its future values for one and two years in advance ($TP_{f1}$ and $TP_{f2}$) gives encouraging results. In this case, we test the effects of economic integration on the trade model, one or two years before the operational date of the agreements. We obtained the positive and significant coefficients for the replacing variables. These results largely confirm our theoretical idea concerning the effects of expectations on the bilateral trade model.

The sunk costs have already been used to explain the hysteresis in the trade model. However, Abedini (2005) indicated that the sunk costs can also generate the expectations on trade relations. Using two proxy variables ($TP$ and $RuleOfLaw$), the present paper shows that the expectations influence the bilateral trade model. In fact, ignoring expectations leads to a misinterpretation in the gravity model. However, estimating expectations or using other proxy variables remain as essential challenges for future studies.
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A  Countries of the sample:

1. Argentina (ARG)  14. Greece (GRC)  27. Poland (POL)
2. Austria (AUT)  15. Hungary (HUN)  28. Portugal (PRT)
3. Brazil (BRA)  16. Iceland (ISL)  29. Spain (ESP)
4. Bulgaria (BGR)  17. Indonesia (IDN)  30. Sweden (SWE)
5. Canada (CAN)  18. Ireland (IRL)  31. Switzerland (CHE)
6. Chile (CHL)  19. Israel (ISR)  32. Thailand (THA)
7. China (CHN)  20. Italy (ITA)  33. Tunisia (TUN)
8. Colombia (COL)  21. Malaysia (MYS)  34. Turkey (TUR)
9. Denmark (DNK)  22. Mexico (MEX)  35. United Kingdom (GBR)
10. Ecuador (ECU)  23. Morocco (MAR)  36. United States (USA)
11. Finland (FIN)  24. Netherlands (NLD)  37. Venezuela (VEN)
12. France (FRA)  25. Peru (PER)

B  Economic agreements used for creating the variable $TP_{ij}$:

1. Asia-Pacific Economic Cooperation (APEC) (Canada, Chile, China, Indonesia, Malaysia, Mexico, Peru, Philippines, Thailand, United States)
2. Association of Southeast Asian Nations (ASEAN) (Indonesia, Malaysia, Philippines, Thailand)
3. ASEAN Free Trade Area (AFTA) (Indonesia, Malaysia, Philippines, Thailand)
4. European Union and its background (Denmark, France, Germany, Greece, Ireland, Italy, Netherlands, Portugal, Spain, United Kingdom, Austria, Finland, Sweden)
5. Mercosur (Argentina, Brazil)

6. Latin American Integration Association (Argentina, Brazil, Chile, Colombia, Ecuador, Mexico, Peru and Venezuela)

7. Andean Community (Colombia, Ecuador and Venezuela, Peru)

8. G3 Free Trade Agreement (Colombia, Mexico, Venezuela)


11. The Euro-Mediterranean Free-Trade Area (EMFTA) (EU, Tunisia, Morocco, Israel)

12. European Free Trade Association (EFTA) (Iceland, Switzerland)

13. European Economic Area (EEA)

14. Canada - Chile Free Trade Agreement (Canada, Chile)

15. Canada-Israel Free Trade Agreement (CIFTA) (Canada-Israel)

16. Central European Free Trade Agreement (CEFTA) (Hungary, Poland, Bulgaria)

17. “European preferences to trade (EU, Bulgaria, Hungary, Poland, Turkey)

18. EU-Turkey Customs Union (Turkey, EU)

19. EU-Israel FTA (Israel, EU)

20. EU-Tunisia FTA (Israel, EU)

21. EU-Bulgaria FTA (Bulgaria, EU)

22. EU-Mexico FTA (EU, Mexico)

23. EFTA-Turkey FTA (EFTA, Turkey)
24. EFTA-Israel FTA (EFTA, Israel)

25. EFTA-Morocco FTA (EFTA, Morocco)

26. EFTA-Bulgaria (EFTA, Bulgaria)

27. EFTA-Mexico (EFTA, Mexico)

28. Turkey-Israel FTA (Turkey, Israel)

29. Israel–United States Free Trade Agreement (Israel, US)

30. Bulgaria-Turkey Free Trade Agreement (Bulgaria, Turkey)

31. Chile-Mexico Free Trade Agreement (Chile, Mexico)

32. Israel-Mexico Sign Free Trade Agreement (Israel, Mexico)

33. Bulgaria-Israel Free Trade Agreement (Bulgaria, Israel)

C  Freedom to Trade Internationally \((Freedom_{jt})\):

This index is calculated using:

"A. Taxes on international trade.

i. Revenue from taxes on international trade as a percentage of exports plus imports.

ii. Mean tariff rate.

iii. Standard deviation of tariff rates.

B. Regulatory trade barriers.

i. Hidden import barriers: No barriers other than published tariffs and quotas."
ii. Costs of importing: the combined effect of import tariffs, licence fees, bank fees, and the time required for administrative red-tape raises costs of importing equipment by (10 = 10% or less; 0 = more than 50%).

C. Actual size of trade sector compared to expected size.

D. Difference between official exchange rate and black market rate.

E. International capital market controls

i. Access of citizens to foreign capital markets and foreign access to domestic capital markets.

ii. Restrictions on the freedom of citizens to engage in capital market exchange with foreigners—index of capital controls among 13 IMF categories.

Source: http://www.freetheworld.com/download.html
## D Robust Regression:

Results from Robust Variance Matrix Estimator

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$GDP_i$</td>
<td>.871*</td>
<td></td>
</tr>
<tr>
<td>$GDP_j$</td>
<td>.87*</td>
<td></td>
</tr>
<tr>
<td>$dgdpp$</td>
<td>.097*</td>
<td></td>
</tr>
<tr>
<td>$DIST$</td>
<td>-1.06*</td>
<td></td>
</tr>
<tr>
<td>$TP$</td>
<td>.037*</td>
<td></td>
</tr>
<tr>
<td>$Freedom_j$</td>
<td>.144*</td>
<td></td>
</tr>
<tr>
<td>$LANG$</td>
<td>.682*</td>
<td></td>
</tr>
<tr>
<td>$RuleOfLaw_j$</td>
<td>.566*</td>
<td></td>
</tr>
<tr>
<td>$MinTlines$</td>
<td>.06*</td>
<td></td>
</tr>
<tr>
<td>$Constant$</td>
<td>-10.13*</td>
<td></td>
</tr>
</tbody>
</table>

Number of observations: 21018

F Test (96, 20921) = 1995.61*

Serial correlation (rho) = .7962

* significant at 1%